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Bivariate normal distribution



Introduction ? A3 ML,
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The bivariate normal distribution is commonly used to model the joint distribution of two
random variables with a linear relationship. Here are some real-world examples where the
bivariate normal distribution might be a reasonable model:

Height and weight of adults

Father and son’s heights
m Test scores in two subjects
m We can assume that these variables both have a marginal normal distribution.

However, there are some correlation between them.



200-

150-

weight

100-

50-

140 160 180
height

200

Figure: This is survey data collected by the US National Center for Health Statistics (NCHS)



m Let X be the height (in cm), and Y be the weight (in kg).
m What can you see from the marginal distributions of X and Y?

m Are they independent?
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Let X be the waiting time (in minutes), and
let Y be the duration time of the eruptions
(in minutes). History data gives the
following graph:
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Questions & AInuLy
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m Whether X and Y are independent? Are they correlated?
m What is the joint pdf of X and Y? How about marginal pdfs?

m What is the conditional distribution of Y given that X = 80? How about the conditional
expectation?



Joint pdf of independent normal variables

m IfX~N(0,1)andY ~ N(0, 1) are independent, then

fo) = =2, fy(y) = —=e VP

V2r Vor
m Then the joint pdf is

2

FOo) = f(fe(9) = 5 e T

VS

m We say X and Y follow a standard bivariate normal distribution.
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Bivariate Normal Distribution CAEEE Y
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The bivariate normal distribution is a probability distribution that describes the joint
distribution of two normally distributed variables.
Definition 1

X and Y are said to be bivariate normally distributed with means uyx and py and variances
0)2( and 012, respectively, and with correlation coefficient p, if the joint pdf of X and Y is given
by:

fX,Y(X7 y)

(c—pm)? - -py) |, (- uYVl)
2 P + 2
Oy Ox Oy Oy

1 1
= exp|—
2moxoyy/1 — p2 ( 2(1-p?)

Specially, if uyx = uy = p = 0 and ox = oy = 1, then it is said to be a standard bivariate
normal distribution.



Z-scores
Definition 2
The z-score of a random variable X is defined as
X —
x = X2H
o
where 1 = E[X] and 02 = Var(X).
Remark
It can be shown that if X ~ N(u, 6°), then
X —
x ="K N,
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Distribution of the Z scores

Proposition 3

If X and Y follow the bivariate
normal distribution with parameters
(ux, py; 02,02, p), then X* and Y* follow
the bivariate normal distribution with pa-
rameters (0,0;1, 1, p), where

p=Cor(X,Y) = Cor(X*,Y") = Cov(X*,Y").

scale(weight)
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Proof.

Let
* X — Hx * y—H
X' =g(x,y) = , Y =h(x,y) = L
Ox Oy
then
1
= 1
7] =17 1|=
0 E Ox Oy

Then, it follows that

£ %\ 1 1 2 ® ok *\ 2
fx*,w(x,y)——%meXp( 51 )[(X) —2px"y" + (y)7] .



. ) N
Linear transformations &AM

Proposition 4

If U ~N(0,1),V ~N(0,1) are independent random variables and p € [-1,1], and let
X=U, Y=pU++1-pV

then (X,Y) follows the bivariate normal distribution with parameters (0,0;1, 1, p).

©- \Ne00/s

(u,v) p=-1 p=-0866 p= 05  p=0.866
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Proof.
Note that the joint pdf of U and V is

1 u2 U2
foy(w,v) =5-e 277,
2n
and
u=x, v= (y — px),
1-p2?
The Jacobian determinant is given by
=) ol =T
- 1 _p2 - P,

and thus, the joint pdf of X and Y is

fry(x ):;ex _X_Z_M
sy 2m/1 - p2 P72 20—



Marginal distributions & AIMuLY

Proposition 5

If X and Y follow the bivariate normal distribution with parameters (pix, piv; 0%, 02, p),
then the marginal distributions of X and Y are given by

X ~ N(px,0%), and Y ~ N(uy,oy),
respectively.
Remark
It follows that
E[X] = ux, Var(X)=o0%, E[Y]=py, Var(Y)=os.
As Cor(X,Y) = p, we have

Cov(X,Y) = poxoy.



Proof.

We only show for the case where iy = py = 0 and ox = oy = 1. In this case,

Nl X2 (y=px)?
fX(X) - [00 o (—1 — p2 eXp(_E - 2(1 _ pQ))dy
_ 1 S ( (y- pX)Q)d
Vor —00 4/27(1 - p?) 2(1-p?)

L e /2,

r:

1 e—x2/2 ®



Conditional distribution ? A3 ML,
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Proposition 6

If X and Y follow the bivariate normal distribution with parameters (pix, piv; 0%, 02, p),
then

POy
YIX = x ~ N{py +—(x = x), (1 = p*)oy |,
X

or, equivalently,
Y¥X* =x* ~ N(px*,1 - p?),

where (X*,Y") is the z-score of (X,Y).
Moreover,

(0)
BIYIX =x] = py + 22 (= ), Var(Y[X =) = (1= p%)of.



Linear regression & AN AY
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m Usually, the joint distribution of (X,Y) is unknown.
m The regression function
h(x) = E[Y]|X = x]
is also unknown.

m However, if we assume that (X,Y) is a bivariate normal random vector, then
Oy
h(x) = py + PG—(X — px) = bo + bix,
X

where

[0}
bo = iy —bipx, b1 = p—.
Ox
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Examples ? ALY

20

Example 7

Assume that the height and weight of a randomly chosen adult, X and Y, follow a
bivariate normal distribution with parameters

pix = 168.84, ny = 82.05; 0% = 101.74, 02 = 448.84, p = 0.45.

Find (a) P{160 < X < 180}. (b) E[Y|X = 170]. (c) Var(Y|X = 180).



Examples

Solution.

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

(@) As X ~ N(168.84,101.74), then X* = £=16884 _ N((), 1), and hence

21

V101.74

160 — 168.84 X 180 — 168.84}

< <
V101.74 V101.74
=P{-0.876 < X* < 1.106} ~ 0.675.

P{160 < X < 180} = ]P{



Examples ? A3 M LY

22
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(b) We have

(0.45) (V448 84)

E[Y|X =170] = 82.05 +
¥ : V101.74

(170 — 168.84) = 83.147.

(c) We have
Var[Y|X = 180] = (1 - 0.452)(448.84) = 358.28.
Actually, we can also obtain

Y|X =170 ~ N(83.147, 358.28). [



Properties ? A3 ML,
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Proposition 8 (Independence)

If X and Y are bivariate normal and uncorrelated, then they are independent.

Example 9
If X and Y follow the bivariate normal distribution with parameters (uyx, u1y; 0)2(, 012,, p),
find the joint distribution of X and W =Y - &X. Whether they are independent?

Ox

23



Properties ? A M LY
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Proposition 10 (Linear combinations of X and Y)

Random variables X and Y follow the bivariate normal distribution with parameters
(px, py; 02,02, p), if and only if for any a,b € R,

aX +bY ~ N(aux + buy, a20)2( + 2abpoxoy + b2012,).

24
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Example 11

Let X and Y be jointly normal random variables with parameters ux =1, 03( =1,py =
0, 03 =4, and p = 1/2. Find (a) P{2X +Y < 3}, (b) Cov(X +Y,2X —Y), and (c)
P{Y > 1|X = 2}.

25
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Solution.

(a) Since X and Y are jointly normal, then 2X +Y ~ N(2ux + py, 40)% +2p(20x)0oy + 03) =
N(2,12). Therefore,

3-2
P{V < 3} = ]P{V* < —} ~ @(0.2887) ~ 0.6136.
V12

(b) Note that Cov(X,Y) = poxoy = 1. Therefore,

Cov(X+Y,2X -Y) =2 Var(X) + 2Cov(X,Y) — Cov(X,Y) — Var(Y) = —1.

26
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Examples ? A M LY

Solution (Contd).
() As

o
E[Y|X =2] = py + po—Y(Q -px) =1, Var(Y|X=2)=(1-p")oj =3,
X
it follows that Y|X =2 ~ N(1, 3), and therefore,

]P{Y>1|X—2}—1—@(£)—05 n
=9} = =) =05

27
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Notice!

If X and Y are jointly normal, then each random variable X and Y is normal. However,
the converse is not true.

Example 12
Let X ~ N(0,1) and

_ )1 with probability 1/2
-1 with probability 1/2

be independent random variables. Let Y = WX. Find the pdf of Y. Does (X,Y)
bivariate normal distributed? Why? Or why not?



Solution.
By symmetry of N(0, 1), we have —X ~ N(0, 1). Therefore,

P{Y <y}=P{Y <ylW=-1}P{W=-1}+P{Y <y|w=1}P{W =1}

1 1

= S0 + 500) = 2()

Hence, Y ~ N(0, 1).
However, X and Y are not jointly normal, because Z = X +Y has the following form:

L, |2 Fw=1
"o ifw=-1.

29
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Therefore, if z > 0,

P{Z<z}=P{Z<zW=1}P{W=1}+P{Z<z|W=-1}P{W=-1}
1

Z 1 1 Z
=-P{X <= —==-(1+o(>)),
SPX < S} =1+ 0(5)

while if z < 0,

1 Z 1 =z
P{Z<z}=-P{X< -} ==-D(2).
Z<z)=5PX <} =50(3)
This example illustrates that although X and Y are normally distributed, it is possible that
their sum Z is not normally distributed, which further implies that X and Y are not jointly

normal. [ |
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Some important properties of the bivariate normal distribution include:

m The marginal distributions of X and Y are themselves normally distributed.

m The conditional distribution of X given Y = y and the conditional distribution of Y given
X = x are both normally distributed with means and variances that depend on y and x
respectively.

m The conditional expectation of X given Y = y and the conditional expectation of Y given
X = x are both linear functions of y and x respectively.

31
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Multivariate Normal Distribution ‘{v A M1 4%
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The multivariate normal distribution is a probability distribution that describes the joint
distribution of p normally distributed variables.

33
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Multivariate Normal Distribution ? A3 NI AY

34

Definition 13

If X = (X1,Xo,...,X,) is a p-dimensional random vector with mean vector p and covari-
ance matrix X/, then the pdf of multivariate normal distribution is given by:

fx(z) = exp(~5 @~ w57 (@ - ),

1
(2m)P/2| X|1/2
and we denote X ~ N(u, X). Here,

H1 011 ... O1p
. . . . X
H: o (S Rp, 2= 0 .. 0 € RP p,

Hp Opl ... Opp

and X is a positive definite matrix. The symbol | Y| is the determinant of X.



rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

Standard MND ? A3 Wi %Y

35

Definition 14

Specially, if © = 0, and X' = I, then we say X follows a standard multivariate normal
distribution if X ~ N(0, I,,).



Properties ? ALY
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Some important properties of the multivariate normal distribution include:

36

Any linear combination of the components of X is also normally distributed.

The marginal distributions of any subset of components of X are themselves
multivariate normal.

The conditional distribution of any subset of components of X given the remaining
components is also multivariate normal.

The conditional expectation of any subset of components of X given the remaining
components is a linear function of the remaining components.



Properties of fx (x)

Proposition 15
We have

37

fx(x)de = 1.
RP
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Proof.

Since X' > 0, it follows that a non-singular matrix L such that
Y=LL", |L|l=|3"2
Consider the transformation
y=L"(z-p).
Then,
x=Ly+p,
Therefore,

(x-p)' 2 N z-p=y"y.



Moment generating function of N(u, X)

39

Theorem 16

The moment generating function of N(u, X') is given by

1
M(t) = exp{uTt + 5th‘t}, t e RP.

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu



Another definition of N(u, X) ? ALY
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Definition 17

For u € RP, and X' € RP*P is a non-negative definite matrix. Then X is called to follow a
multivariate normal distribution if its moment generating function is

1
M(t) = exp{uTt + §tTZt}.

Remark

Here, X' may be degenerate, say, rank(X') < p, or | X| = 0. In this case, we say X follows
a degenerate normal distribution, or singular normal distribution.



Properties

Theorem 18

Any subvector of X, say,
)~( = (ka .. .,Xkr)T, r < p,
also follows a normal distribution N (g, i‘), where

Hiy Okiky  + -+ Oky ke
p=[:] X=

pkr O.kr:kl cct O.kr,kr

4
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Properties ? A M LY
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Remark

The marginal distribution of X; is N(1}, 0j;). The marginal distribution of (X, Xj) is

(AR
Hk Ojk  Okk

42



Properties

Theorem 19
We have

Moreover,

43

Hj

]E[Xj], ij :Var(X]-).

Ojk = COV(Xj,Xk).

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu



Independence & AIMBLY

Theorem 20

Random variables X1, X, ...,X, are independent, if and only if ojx =0 for all j # k.
Generally, if X = (X, X3), where X; and X5 are two subvectors of X, and let

Y Y
X = :
(221 222)

where X;; and XYy are the covariance matrices of X; and Xo, respectively, and
o =E[(X1 — p1) (X2 — pu2)"].

Then, X; and X are independent if and only if 35 = 0.

44
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Example

Example 21
X1 3\ /4 0
Assume that X =| X, | follows N|[{1[,]0 1 -
X3 2/ \2 -1 3
Find

(a) The distributions of Xi,X> and Xs.
. . X1

(b) The distribution of ( )

X9

(c) Whether X; and X, are independent?

(d) Whether X; and (X», X3)T are independent?

75 &/ SOUTHERN UNIVERSITY OF SCIENCE AND TECKNOLOGY



Linear transformation

m Let X € RP be any random vector (not necessarily normal), satisfying
E[X] =, Cov(X) = X.

m Leta=1(ay,as,..., ap)T. Consider the linear transformation

p
Y = Z aiXj=a X
=1
m [t follows that
P
E[Y] = Zajp] =a p
=1
m Moreover,
P P
Var(Y) = Z ajaroji = a' Ya.

46
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Linear transformation of N(u, 3)

47

Theorem 22
X ~ N(p,X) if and only if

p »
aTX ~N Zaﬂlj,z

=1 =1

p

IR

k=1

) for any a € R?.

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu



Property of transformation of N(u, X)

Theorem 23
If X ~N(u, X)), then for any C € R™P,

CX ~N(Cp,CECT).

48




Theorem 24

If X ~ N(p, ), then there exists a orthogonal transformation U such that each
component of UX is independent of each other. More specifically,

UX ~N({Up, A),

where
Ay 0 ... 0
0 Ay ... O
A= . . )
0 0 ... 4

and ;s are the eigenvalues of X.
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Example

¢ AIMHLY
Example 25
X1 3\ /4 0 O
Assume that X =| X, | follows N|[1[,|0 1 -1
X3 2/ \0 -1 1
Find

(a) the distribution of X; — 2X5 + X3;
(b) the joint distribution of X; — X5 + X3 and 3X; + X5 — 2X3;

(c) an orthogonal matrix U such that U X has independent components.



Solution ? As Wi LY
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Solution.
1
(a) Let Y =a’ X, where a =| -2, then Y = X; — 2X5 + X3. Note that
1
3 4 0 0\ 1
a'p=(1 -2 1)|1|=3, a'Ta=(1 -2 1)[0 1 -1|-2|=15.
2 0 -1 1/\1

The distribution of Y is N(3, 15).

51



Solution

(b) Let a1 = (1,-1,1)T and as = (3,1, -2), and let

Then,

Note that

52

1 -1 1

A= (3 1 —2)
_ X1 —2X9 + X3
L= (3X1 + X9 — 2X3)

g

6 45
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Solution

Solution.

(c) The eigenvalues of X are 4,2 and 0, and the eigenvectors are

1 0 0
up =|0), wuz= —%5, u3:‘/7§,
0 V2 g
2

Then, with
U = (uy,ug, ug)T, A =diag(4, 2, 0).
we have X = UTAU. As a consequence,

Cov(UX)=UXU" = A.

53
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Chi-squared distribution

54

Theorem 26
If X ~Ny(p, X) where |X| > 0, then

(X - X - p) ~ 15

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu



Conditional distribution ®)
Theorem 27
X, . L p1) (2 Yo
If X = follows a p-variate normal distribution N ,
(X2) P ((M) (221 Y92

55

Xo| X1 ~ N(pa + Zo1 I (X1 — ), Do — T B X1o).

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

)), then



Example
Example 28
Let
2 9 0 3
) 0 1 -1
XN ok 13 -1 6
1 3 2 -3
Let
(X1 (X3
V=) 2= [

56

Find the distribution of Y |Z = z.
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Solution ,gﬁa%#ﬁxé

Solution.
Note that

2 =2 9 0 6 -3 3 3
Ky = (1)7 Kz = ( 1), Xyy = (0 1), Xz = (_3 7), Yyz = (_1 2) = Sgr

Then,
E[Y|Z = 2] = py + Zyz X575 (2 — px)
_(2) (3 3)( 6 =3\ [z +2
—\5 -1 2/\-3 7 29— 1
_ ( 3+ }—?zl + %22).

14 1 3
T ol T

57



Solution

58

Moreover,

Cov(Y|Z = 2) = Syy - Zyz 37, Zry

_(9 0y (3 3)\[6
“lo 1 -1 2J\-3
_ 1(126 -24
~33\-24 14/

-3
7

) |

3

-1

|

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
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Fisher’s Lemma

Theorem 29
Let X1,...,X, be i.i.d. N(u,0?) variables. Let

n

_ 1 . 1 & _
X==>1X, 6:=——>(Xi-X)>
n n—153

i=1
Then,

(i) X and 62 are independent;
(i) X ~ N(p,0°/n);

(i) (n—1)62/0% ~ x2_,.

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY



Further reading

[1] Sheldon M. Ross (/RE& - M. ZHf).
A first course in probability (% & K sk #42): Chapter 6.
10th edition ([R5 1hR), LT\l AR
[2] FREF.
M Fab Ak BIUESENT.
EBIR, SFHE LAt
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